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Abstract

It appeared recently that user interests in a P2P sys-
tem possess clustering properties that may be used to
reduce significantly the amount of traffic of flooding-
based search strategies. It was also observed that
they possess scale-free properties that may be used
for the design of efficient routing-based search strate-
gies. In this paper, we show that the combination of
these two properties make it possible to design an ef-
ficient and simple fully decentralized search strategy.
Further, simulations processed on real-world traces
show that other unidentified properties hidden in ac-
tual queries make our protocol even more efficient,
performing searches in logarithmic expected number
of steps.

1 Preliminaries

We focus here on fully decentralized Peer-to-Peer
(P2P) systems, characterized by the fact that a
(large) set of users, called peers, exchange informa-
tion without any central service. Such P2P systems
are self-organized, and all peers play the same role.
Searching for objects (files, resources, etc) in such
systems requires the use of specific algorithms: ob-
ject queries are transmitted from peer to peer; if a
peer p receives a query for some object it can pro-
vide, then it symply sends it to the demander; else,
p forwards the query to one or several neighboring
peer(s). The way peers are connected together and
the choice of the peer(s) the query is forwarded is an
essential part of the P2P system architecture.

There are currently two main known ways of for-
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warding queries in fully decentralized P2P systems:
either by flooding (as in, e.g., Gnutella), or by us-
ing Distributed Hash Tables (DHTs) and their un-
derlying routing protocols (as in, e.g., Chord [13]
or CAN [11]). Both ways present some drawbacks.
In particular, the traffic induced by flooding con-
sumes a significant portion of the bandwidth, and
DHT-based protocols use ad hoc connections be-
tween peers which are generally hard to maintain.
As a consequence, the design of simple search pro-
tocols insuring both quick answers and low control
traffic is still an open problem. Roughly speaking,
one is facing the following alternative: either con-
nect the peers in an unstructured manner – which
is simple but requires flooding – or connect them in
a structured manner – which enables routing but is
complex.

Our aim in this paper is to propose a protocol hav-
ing both avantages: simple search in an unstructured

P2P system. To acheive this, we will mainly use the
statistical properties of real-world queries.

1.1 The central idea

Peers are nodes of a physical underlying network,
e.g., the Internet. This network is supporting the ba-
sic communication primitives between peers. Fully
decentralized P2P systems (the ones considered in
this paper) are based on virtual connections between
peers, which forms an overlay network on top of the
physical network. Basically, a peer p1 is connected
to a peer p2 in the overlay network if p1 knows the
physical address (e.g., the IP address) of p2, and vice
versa. Communications between neighboring peers
in the overlay network are routed in the physical
network via its communication primitives. The P2P
system has no control on the way these communica-
tions are processed, but it fully controls the overlay
network, and it supports the search procedure.

As argued by various researchers (see [1] and the
references therein), the overlay network should there-
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fore map to the physical network, so that neighbor-
ing peers in the overlay network would be close in
the physical networks. A communication between
two neighbour peers in the overlay network should
then be processed quickly by the underlying physi-
cal network. It is shown in [1] that one can dynami-
cally maintain an overlay network such that the dis-
tance in it is not more than 1 + ε times the distance
in the physical network, for any ε > 0. However,
this approach requires complex control procedures.
Moreover, if a subnetwork disconnects from internet,
the incidence in logical network (P2P) network will
not be disconnection of distant nodes but probable
disconnection of a large number of nodes strongly
connected together, which could induces long laten-
cies.

In a similar way, one may try to relate the overlay
network to the interests of peers: if two peers have in-
terests in common then they will probably exchange
much and so they should be close in the overlay net-
work. Indeed, peers do not exchange objects with
arbitrary other peers. Instead, peers tends to group
themselves into communities, with lots of exchanges
inside communities, and only few exchanges between
them. Several authors already noticed it and pro-
posed some improvements of axisting systems based
on it [14, 15, 5, 8]. Our aim here is to show that this
idea can be pushed much further, with the advantage
of keeping the system very simple.

1.2 Peer interests as a graph

On may represent peers interest by a graph in which
two peers are connected iff they have some inter-
ests in common. The definition of what is meant by
having some interests in common is a difficult task.
Various propositions have been made, based on key-
words, objects in common, or vectorial representa-
tions. We will here use the following definition: two
peers are connected in the interest graph if they ex-
changed an object in the past. Notice that two such
peers may actually have very different interests, but
it seems clear that in general their interest are re-
lated in some way. Notice also, and this is essential
in our context, that, since the P2P system processes
all the queries, it has a (distributed) knowledge of
the interest graph between the peers in the system,
at any moment.

It has been shown recently [8, 7] that such graphs,
like most social networks and real-world complex

networks, have several non-trivial which make them
very different from random graphs. In particular:

• they have a low density (the average degree is
very low compared to the number of nodes),

• their average distance is small (it typically scales
logarithmically with the size of the network),

• they have a clusterized structure (despite the
fact that their global density is low, they are
locally dense)

• they have a scale-free nature (degrees are very
heterogeneous, most nodes having a low degree
but some having a high one).

In our protocol, the overlay network will be noth-
ing but the interest graph we have just describe.
Therefore, its performances will strongly rely on
these properties. To design it, we will use some pre-
vious works which we quickly describe now.

1.3 Using scale-free properties

Some propositions for the use of real-world networks
scale-free nature for the design of efficient search
strategies have been made in [2, 6, 12]. In these
papers, the authors approximate the heterogeneous
degree distributions by power laws and study the
properties of some random or deterministic walks in
random graphs with such degree distributions.

In [2], at each step of the search process the current
node scans its neighbors (or even the neighbors of its
neighbors), and if none has the searched data, then
the query is forwarded to the highest degree neigh-
bor. A mean-field analysis of this process, confirmed
by simulations, shows that the expected number of
steps required to find an object in a random power
law network with n nodes and exponent 2 < α < 3
scales sub-linearily as n3(1−2/α).

In [6], the authors perform simulations on another
model of power law networks, and compare the ran-
dom walk search with the search guided by high
degree nodes. They observe that the latter search
strategy performs better than the former 1.

In [12], the authors propose an original approach.
Every node first publishes its data on all nodes along

1Notice however that, despite one may understand from [6]
that the search guided by high degree nodes performs poly-
logarithmically, this is not true: even if the obtained path is
of logarithmic length, the search follows loops which give it a
polynomial length.
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a random walk of length L. The search strategy
then proceeds along a random walk of same length,
and every node traversed by the walk starts partially
flooding the network (the search is sent through ev-
ery edge with probability < q, where q is the per-
colation threshold of the network). It is then shown
that this search efficiently locates the data by setting
L ∼ n1−2/α for 2 < α < 3. The authors also present
heuristics reducing the amount of traffic induced by
this strategy.

1.4 Using clustering properties

Just like the heterogeneous nature of peers is cap-
tured (in part) by the degree distribution, some clu-
tural and social factors induce a clusterized structure
of the interest graph. For example, if a peer p1 is in-
terested by an object O held by another peer p2,
then it probably will be interested by other objects
held by p2. Moreover, p1 probably will also be in-
terested by objects held by other peers interested in
O. This can be summarized by the following facts:
peers organize themselves in communities, and two
peers which exchanged data are likely to exchange
other data in the future.

Based on this, [14] proposed to enhance Gnutella
with an interest-based structure in which a link
(called shortcut) between peers which have ex-
changed an object is added on top of the Gnutella
network. Simulations based on real-world traces
show that the shortcuts reduce the total load of the
system by a factor 3 to 7. Hence, the clusterized
nature of the interest graph can be used to improve
search strategies. Nevertheless, this search strategy
remains based on flooding the network.

Other contributions [15, 5, 8] have also shown that
clustering in peer interests is indeed important, and
may be used to improve current protocols.

1.5 Our contribution

Previous results give evidence for the scale-free na-
ture of peer interest graphs and their clusterized
structure. Some works show that current protocols
can be improved using one of these properties. We
claim here that the interest graph actually plays a
central role in the performances of P2P systems, and
that many of its properties may be used to design
very simple though efficient protocols.

To support this claim, we present a protocol in
which the overlay network is nothing but the interest

graph (defined by the queries already processed).

By the somewhat greedy nature of this protocol,
joining and leaving procedures are very simple. In
fact, it also easily allows brutal disconnections of the
users, because it does not rely on any structured
overlay. On the other hand, we present a very simple
search procedure which is not based on flooding, nor
it requires any information on the global topology
of the overlay, nor it requires sophisticated publish
procedures.

To evaluate its performances, we performed inten-
sive simulations on real-world traces. These simula-
tions show that our search procedure locates objects
in a logarithmic expected number of steps, which
outperforms all comparable previous propositions.

2 The QRE protocol

This section is devoted to the description of the QRE
(pronounce query) protocol. In order to illustrate
its main features, we deliberately kept it as simple
as possible. One might use several classical heuris-
tics to improve it, but this would result in hiding
the main characteristics of QRE. Moreover, the fact
that we always make the choice of simplicity makes it
possible to evaluate the direct impact of our contri-
bution, without mixing it with other optimizations.
We however insist on the fact that the protocol ac-
tually can be improved, and that an implementation
should take this into account.

Connections between peers in the overlay are
driven by the queries processed in the system: a peer
is connected to the peers to which it provided an ob-
ject of which have provided an object to it. These
queries are routed by a search procedure (described
below), and are of the form 〈@,O, k〉 where @ is the
address of the source peer initiating the query (e.g.,
its IP address), O is the description of an object, and
k ≥ 1 is the number of different providers of O the
source wants to get.

We assume that each peer in the system stores the
objects it provides, as well as a (compact) description
of these objects in a local lookup table. We also as-
sume that every peer stores a local copy of the lookup
table of each of its neighbors. Regular (but not nec-
essarily frequent) communications between a peer p
and its neighbors allows this (the induced overload
can be kept very small, e.g., using Bloom filters). Fi-
nally, we assume that each peer knows the degree of
each of its neighbors.
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2.1 The search protocol

Upon reception of a query Q = 〈@,O, k〉, a peer
p essentially executes a deep-first search where the
priority is given to highest degree nodes: if neither p
nor any of its neighbors provide O, then p forwards
the query to its highest degree neighbor among the
ones which have not already receive Q; if there is
none, then p sends the query back to the peer from
which it received it.

If k = 1, then the search stops as soon as a
provider of O has been found. If k > 1 then p de-
creases it by the number of providers it has found
(among itself and its neighbors) and forwards the
query as before, with the new number of wanted
sources.

Additionally, to avoid loops in the search, the
peers must store the list of queries Q that they have
processed so far, as well as the identity of the neigh-
bors to which Q has already been forwarded. This
can be handled efficiently but we do not enter in
these details here. QRE don’t use hashtables, which
permit the use of substrings search. This function-
nality is usefull for lookinf for O we only know some
words of the description.

2.2 Dynamics of the system

Any successful search results in a modification of
connections between peers in QRE: if p1 receives an
answer to a query Q from another peer p2, then a link
is set between p1 and p2, i.e. p1 and p2 exchange their
addresses and their lookup tables. Their neighbors
are informed of the changes in their degrees. This
way, the system maintains an overlay which is noth-
ing but the interest graph as defined above (two peers
are connected if they already exchanges a data) and
in which each peer knows the degree of its neighbors
and the data they provide.

As in most previously proposed P2P systems, we
assume that any peer which wants to join the sys-
tem knows an entry point, i.e. a peer already in the
system, whose address is publicly available. We will
suppose that the joining peer always wants to pro-
vide or to get an object (else it does not need to enter
the system). Therefore, it is always associated to an
object (one it provides or one it looks for). The join
procedure is based on such an object, say O: the
joining peer sends a query for O and connects, as
usual, to the peer(s) that answer(s) this query. If
no object giving a positive result exists for the join-

ing peer then it connects directly to the entry point.
The entry point is hopefully a friend from the same
community which invited the new node (the entry
point is then evidently one of the most interested in
the arrival of the new node). If so, the number of
steps of the connection is decreased.

When a peer wants to leave the system, then it
sends a leaving message to all its neighbors in QRE,
and disconnects from the system. Any peer receiv-
ing a leaving message remove the sender from their
lookup table and informs its neighbors that its new
degree. Note that QRE can also handle brutal depar-
tures of peers by periodically checking the presence
of neighbors.

3 Performances of QRE

There is currently no model capturing accuratly
enough peers behaviors to make it possible to evalu-
ate our protocol formally. Because of this, we fo-
cused on simulations. We used real-world traces,
extracted from eDonkey [3] and described in detail
in [7]. The trace upon which we performed our sim-
ulations is 2h 53mn long and involves 46, 202 peers.

3.1 Simulation protocol

We extracted from the trace a (chronological) list of

tuples Q(i) = (p
(i)
0 , p

(i)
1 , p

(i)
2 , . . . , p

(i)
ki

), each associated

to a query: p
(i)
0 is the sender of the query, ki is the

number of providers the corresponding object and

p
(i)
j , j = 1, 2, . . . , ki, are the providers. We obtained

342, 204 queries of that type, involving 46, 202 nodes
in total.

Our simulator proceeds with each tuple, step by
step, as follows. Step i considers tuple Q(i), and
simulates the behavior of QRE when dealing with a

request Q where p
(i)
1 , p

(i)
2 , . . . , p

(i)
ki

are the providers

of the object wanted by p
(i)
0 . In other words, we

simulated the behavior of QRE, as described in Sec-

tion 2, for a query 〈p
(i)
0 ,Oi, ki〉 when p

(i)
1 , p

(i)
2 , . . . , p

(i)
ki

are the peers currently providing Oi.

If p
(i)
0 is not yet in the network at step i, then

the simulator performs the join procedure where the
entry point is chosen uniformly at random among
the peers currently in the network. For the sake of
simplicity, we do not present peer departures in this
version.
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Figure 1: Degree distribution in the overlay of QRE.
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Figure 2: Average number of steps to locate an ob-
ject.

3.2 Simulation Results

Figure 1 displays the degree distribution of the peers,
i.e., for k ≥ 1, the number δ(k) of peers with degree
k. This distribution is heavy tailed (there are peers
with large degree), but δ(k) does not follow a clear
power law. Nevertheless, we will see later that the
heavy tail is sufficient for our search strategy to per-
form efficiently.
Importantly, the maximum degree is 690, but only
0.25% of the peers have a degree larger than 300.
Conversly, 2/3 of the peers have a degree ≤ 20. The
average degree is 48. These characteristics prove that
QRE scales well with the number of nodes.

Figure 2 displays the average number of steps s(n)
required to locate one copy of the wanted object as
a function of the number n of peers in the system.

Linear regression indicates that s(n) scales linearly
with the logarithm of the number n of peers in the
system, which shows that the search procedure per-
forms efficiently in QRE: it is as good as DHTs like
Chord [13], Viceroy [10], and those based on the bi-
nary de Bruijn graph ([4] and references therein).
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Figure 3: Impact of the number of providers on the
search time.

Figure 3 displays the average number of steps re-
quired to locate one copy of an object, as a function
of the total number of providers of this object present
in the system. This number decreases abruptly with
the number of providers. In fact, locating an object
that has at least seven copies in the network requires
no more than 10 steps on average, and a popular ob-
ject O has, on average, a copy present on a node at
distance at most 2 from a peer requesting O. Im-
portantly, note that it does not mean that O is at
distance at most 2 from any peer, but means that O
is at distance at most 2 from any peer interested by

O. This demonstrates the existence of communities
in the interest graph, captured and used in the QRE
protocol.

Rare objects are located by the search procedure
of QRE after a relatively large number of steps, but,
once this price has been payed by some peer, the
next searches for the same object will require less
and less steps while there are more and more copies
of the object in the network and its provider are more
and more connected.

Figure 3 also displays the average number of steps
required to locate 20% of the total number of copies
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Figure 4: Distribution of the number of steps needed
to locate a object.

of an object. Locating up to 21 copies of a popular
object requires at most 13 steps.

Finally, Figure 4 displays, for k ≥ 1, the number of
queries that required k steps to be performed, which
is well fitted by a power law. Most queries require
few steps to be performed, and only very few queries
require many steps. Typically, a TTL of 100 steps
would enable most queries to be satisfied.

4 Conclusion

Our aim is this work was to push the use of peer
interest properties much further than before, in or-
der to argue that they actually are among the main
perspectives, if not the main, for the design of ef-
ficient P2P systems. To achieve this, we proposed
the interest graph as an overlay network. We then
defined very simple procedures for searching, joining
and leaving the system, making it essentially self-
organized.

The properties of such graphs, in particular their
clusterized structure and the heterogeneity between
node degrees, made our protocol very efficient: it
locates objects in a logarithmic number of steps in
this network, without flooding, nor using sophisti-
cated routing or publish procedures. QRE permit
also substring search which is usefull in a lot of ap-
plications of the P2P systems.

Certainly more subtile and more efficient protocols
may be defined, using other properties or combining
this approach with others. More work need to be
done in this direction to identify the heuristics which
will perform well in practice. Finally, notice that the
properties of overlay networks like QRE have other
interesting consequences not discussed here, like ro-
bustness of the network.
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